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Chest radiographs are the world’s most common medi-
cal imaging test, with approximately 110 000 000 chest 

radiographs performed yearly in the United States alone 
(1). Due to their low cost and usability in a range of disease 
diagnoses (2,3) and traumatic injuries (4–6), chest radio-
graphs are used globally for both triage and diagnosis of 
thoracic diseases. However, radiologists available for in-
terpretation are scarce, both in underserved areas of high-
income countries, such as rural parts of the United States 
(7), and in low- or middle-income countries where few 
radiologists practice (8). Deep learning (DL) systems for 
automated interpretation and diagnosis of disease on chest 
radiographs have been proposed as a solution to bring ex-
pert-level care to underserved regions (9) while also aiding 
triage of actionable images (10,11) and augmenting radi-
ologist performance (12–15) in high-service regions.

Although DL has demonstrated expert-level ability to 
diagnose diseases on medical images (16), including sev-
eral thoracic conditions on chest radiographs (17–20), DL 

model development remains inaccessible to those without 
the coding expertise needed for model training (21,22), 
including most radiologists and clinicians; thus, DL may 
be underutilized in health care. Automated machine learn-
ing and more specifically, code-free DL (CFDL), seeks to 
solve this problem by automatically performing DL model 
training (including decisions traditionally made by a hu-
man coder, such as algorithm structure and hyperparam-
eters [23]), in packaged solutions that theoretically bring 
the power of DL to lay users.

CFDL automated machine learning platforms have 
shown promise for ophthalmology medical imaging (21,22). 
However, to our knowledge, similar evaluations for chest ra-
diographs beyond Google’s platform or for tasks beyond im-
age classification, such as object detection and segmentation, 
have not been performed. Furthermore, platform usability 
has not been extensively evaluated, an important consid-
eration given the theoretical purpose of these platforms to 
make DL accessible to users without coding expertise.
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Purpose: To evaluate the performance and usability of code-free deep learning (CFDL) platforms in creating DL models for disease 
classification, object detection, and segmentation on chest radiographs.

Materials and Methods: Six CFDL platforms were evaluated in this retrospective study (September 2021). Single- and multilabel classi-
fiers were trained for thoracic pathologic conditions using Guangzhou pediatric and NIH-CXR14 (ie, National Institutes of Health 
ChestX-ray14) datasets, and external testing was performed using subsets of NIH-CXR14 and Stanford CheXpert datasets, respec-
tively. Pneumonia detection and pneumothorax segmentation models were trained using the Radiological Society of North America 
(RSNA) Pneumonia and Society for Imaging Informatics in Medicine (SIIM) Pneumothorax datasets, respectively. Model performance 
was evaluated using F1 scores. Usability was evaluated based on feasibility of image uploading and model training, ease of use, and cost.

Results: NIH-CXR14 and CheXpert datasets contained 112 120 (mean age, 47 years ± 17 [SD]; 63 340 male patients) and 151 522 
images (mean age, 61 years ± 18; 88 931 male patients), respectively. The other datasets did not report demographics (Guangzhou, 
5826 images; RSNA, 26 683 images; SIIM, 15 301 images). Six platforms offered single-label classifiers, four multilabel classifiers, five 
object detection models, and one segmentation model. Guangzhou pneumonia classifiers demonstrated good internal (F1, 0.93–0.99) 
and poor external (F1, 0.39–0.44) performance. Multilabel NIH-CXR14 classifiers showed poor internal and external performance 
(F1, 0.00–0.36 and 0.00–0.76, respectively). NIH-CXR14 single-label classifiers performed poorly (F1, 0.00, all). The single success-
fully trained pneumonia detection model had an F1 score of 0.48. No segmentation model was successfully trained. Platform usability 
was limited, with all requiring some type of coded solution.

Conclusion: CFDL platforms demonstrated limited performance and usability for chest radiograph analysis.

Supplemental material is available for this article.
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of thoracic diseases (17,18), (b) object detection of pneumonia 
(19), and (c) segmentation of pneumothorax (25).

We used 5826 pediatric chest radiographs (Guangzhou pe-
diatric chest radiograph dataset; hereafter, Guangzhou dataset) 
(26) to develop single-label, binary image classifiers for presence 
or absence of pneumonia, consistent with previous studies us-
ing CFDL platforms (21) and conventional DL (21,27). We 
used 112 120 chest radiographs (National Institutes of Health 
ChestX-ray14 dataset; hereafter, NIH-CXR14 dataset) (28) to 
train multilabel image classifiers (15 labels) on the CFDL plat-
forms offering multilabel classification models (Amazon, Clari-
fai, Google, Microsoft), consistent with previous studies using 
CFDL platforms (21) and conventional DL (17). For the two 
CFDL platforms that did not offer multilabel classification 
models (Apple and MedicMind), we recategorized the dataset 
into binary image classifiers (label distribution in Table S8). 
When applicable, external testing of classification models was 
performed using 383 pediatric images from the NIH-CXR14 
(for Guangzhou models) and 151 522 images from the Stanford 
CheXpert (29) (for NIH-CXR14 models) datasets (Table 1).

We developed object detection models using 26 683 chest ra-
diographs annotated with pneumonia bounding boxes (Radio-
logical Society of North America [RSNA] Pneumonia Detection 
Challenge dataset; hereafter, the RSNA dataset) (30). Finally, 
we developed segmentation models (a pixel-level annotation 
process) using 15 301 chest radiograph images annotated with 
pneumothorax segmentations (Society for Imaging Informatics 
in Medicine [SIIM]/American College of Radiology Pneumo-
thorax Segmentation dataset; hereafter, the SIIM dataset) (31).

Because all images were de-identified and from public, open 
access databases, no institutional review board approval was re-
quired, and the data are Health Insurance Portability and Ac-
countability Act compliant. Additional dataset details are pre-
sented in Appendix S1.

CFDL Platform Selection and Model Details
We evaluated six CFDL platforms that were previously identi-
fied by Korot et al when evaluating appropriateness for medi-
cal imaging (22): Amazon Rekognition Custom Labels, Apple 
Create ML, Clarifai Train, Google Cloud AutoML Vision, 
MedicMind DL Training Platform, and Microsoft Azure Cus-
tom Vision (Table 2). We note that Korot et al evaluated non-
radiologic medical images; additionally, our platform evalua-
tion occurred in September 2021, more than 1 year following 
that of the previous study, resulting in some feature differences 
(22) (Table 2). Further system requirements are presented in 
Appendix S2. Prior to evaluation, a researcher (S.M.S.) with 
a computer science undergraduate degree spent a minimum 
of 1.5 hours on each platform exploring and reading provided 
documentation to understand how each platform worked.

Data were properly labeled according to platform-spe-
cific requirements, with multiple options available for sev-
eral of the platforms (Table S7). We randomly split our data 
into 80% training, 10% validation, and 10% testing sets, 
ensuring an equal distribution of labels when manual des-
ignation was allowable by platform. When applicable, we 

In this study, we evaluated the performance and usability 
of six CFDL platforms for development of DL classification, 
object detection, and segmentation models using publicly 
available chest radiograph datasets. We report CFDL model 
performance for diagnosis of disease in adult and pediatric 
chest radiographs, including external testing results for clas-
sifiers. We also report on the usability of the CFDL platforms 
in terms of feasibility of model development, ease of use, and 
cost. Given prior works showing that conventional DL models 
perform variably on external datasets (24), as well as variable 
performance of Google’s AutoML for chest radiograph diag-
nostic tasks (21), we hypothesized that automated machine 
learning for chest radiographs would show inconsistent perfor-
mance between the six CFDL platforms and decreased external 
performance.

Materials and Methods
Amazon Web Services granted a proof-of-concept credit for in-
vestigation of the Amazon platform only; no other funds were 
provided by industry for this study. The study authors had con-
trol of all data and information submitted for publication.

Datasets
In a retrospective study, we chose three DL chest radiograph 
tasks representing common thoracic diseases with well-estab-
lished public datasets (Table 1), disease-specific annotations, 
and prior benchmarks of performance: (a) image classification 

Abbreviations
AUPRC = area under the precision-recall curve, CFDL = code-free 
DL, DL = deep learning, GUI = graphic user interface, RSNA = 
Radiological Society of North America, SIIM = Society for Imaging 
Informatics in Medicine

Summary
While code-free deep learning platforms performed well in binary 
classification, they require further development in external test-
ing, usability, and other deep learning tasks before they can be fully 
implemented in a clinical setting.

Key Points
 ■ Code-free deep learning (CFDL) platforms demonstrated high 

performance (mean F1, 0.96) on single-label, binary classification 
tasks for smaller, balanced chest radiograph datasets but did not 
perform well for more complex datasets and tasks (multilabel clas-
sification [F1 score, 0.12], object detection [F1 score, 0.48], and 
segmentation [not applicable]).

 ■ CFDL usability was greater for image classifiers compared with 
other tasks, but platforms demonstrated practical feasibility limita-
tions related to data labeling and uploading, model training, and 
external performance, with all requiring coded solutions.

 ■ Despite great potential for some medical applications, these CFDL 
platforms are not yet suitable for chest radiograph diagnosis and 
may have limited accessibility to clinicians without coding experi-
ence.

Keywords
Artificial Intelligence, Automated Machine Learning, Chest Ra-
diographs, Deep Learning, Code-Free Deep Learning, Pneumonia, 
Pneumothorax, Radiology   
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platform’s free tier or that not exceeding $100 (22). Platforms 
performed early stopping if model performance plateaued. 
Specific details about the configuration of model training time 
limits are presented in Appendix S2.

Evaluation of CFDL Performance
F1 was the only performance metric common to all platforms, 
provided directly (Amazon, Google) or calculable from data 
outputs (Apple, Clarifai, Microsoft, MedicMind). Models al-
lowing for threshold selection (Clarifai, Google, Microsoft) 
were evaluated at the default value (0.5) (22). F1 scores were 
summarized and compared across all platforms using the arith-

also preserved the splits established by the dataset publish-
ers. All six platforms offered a graphic user interface (GUI) 
for data upload, as well as various other options including 
command line interface prompts and client library calls. We 
used several different methods for data upload into the cor-
responding CFDL platform (see Results). Additional data-
set and label processing and splitting details are presented 
in Appendix S2.

One model was trained per dataset-platform-model triad 
(“model” refers to either classification, object detection, or 
segmentation). All automated machine learning models were 
trained for the maximum number of hours allowed within each 

Table 1: Datasets Used to Evaluate Automated Machine Learning Code-Free Deep Learning Platforms

Name Type No. of Images Sex Mean Age ± SD (y) Classes  

Datasets for internal testing
 Guangzhou pediatric CXR
(Guangzhou dataset)

Frontal CXR 5856 NR NR Pneumonia (n = 4245)
Normal (n = 1582)

 National Institutes of Health 
(NIH) CXR

(NIH-CXR14 dataset)

Frontal CXR 112 120 63 340 male 
patients

47 ± 17 Atelectasis (n = 11 559)
Cardiomegaly (n = 2776)
Effusion (n = 13 317)
Infiltration (n = 19 894)
Mass (n = 5782)
Nodule (n = 6331)
Pneumonia (n = 1431)
Pneumothorax (n = 5302)
Consolidation (n = 4667)
Edema (n = 2303)
Emphysema (n = 2516)
Fibrosis (n = 1686)
Pleural thickening (n = 3385)
Hernia (n = 227)
No findings (n = 60 361)

 Radiological Society of North 
America (RSNA) Pneumonia De-
tection Challenge

(RSNA dataset)

Frontal CXR 26 683 NR NR Pneumonia (n = 6012)
No pneumonia (n = 20 671)*

 SIIM-ACR pneumothorax segmen-
tation

(SIIM dataset)

Frontal CXR 15 301 NR NR Pneumothorax (n = 3577)
Not pneumothorax (n = 

9378)
Datasets for external testing
 NIH-CXR14† Frontal CXR 383 202 male 

patients
3 ± 2 Pneumonia (n = 107)

Normal (n = 276)
 CheXpert‡ Frontal CXR 151 522 88 931 male 

patients
61 ± 18 Atelectasis (n = 29 795)

Cardiomegaly (n = 23 451)
Effusion (n = 76 963)
Pneumonia (n = 4683)
Pneumothorax (n = 17 700)
Consolidation (n = 13 015)
Edema (n = 49 717)
No findings (n = 17 000)

Note.—ACR = American College of Radiology, CXR = chest radiograph, NA = not applicable, NR = not reported, SIIM = Society for 
Imaging Informatics in Medicine.
* The negative images were discarded from object detection model training because the code-free deep learning platforms did not allow for 
training with negative images (ie, those without a positive bounding box).
† Only a subset of NIH-CXR14 was used (pediatric patients aged 1 to 5 years with pneumonia or normal readings).
‡ Only a subset of CheXpert was used (thoracic diagnosis labels that were common with NIH-CXR14).
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Evaluation of CFDL Usability
To assess usability, we first evaluated feasibility, defined as the 
ability of a given CFDL platform to easily upload data and 
annotations and to train a model for a target task. If data and/
or annotation uploading was not feasible using a codeless solu-
tion, we used code to evaluate for model training feasibility 
separately from the data and/or annotation uploading por-
tions. In the event of the platform crashing or otherwise fail-
ing, we attempted to train the model at least three times before 

metic mean with 95% CI. As the mean of precision and recall, 
F1 is a widely used and useful statistic for comparing the per-
formance of DL platforms (32). As previous work evaluating 
the Google CFDL platform for chest radiograph classification 
using both Guangzhou and NIH-CXR14 datasets reported 
area under the precision recall-curve (AUPRC) (21), we report 
AUPRC when possible to allow for comparisons. Other met-
rics including accuracy, positive predictive value, and negative 
predictive value are reported when provided by the platform.

Table 2: Code-Free Deep Learning Platform Features

Feature Amazon Apple Clarifai Google MedicMind Microsoft

Classification (C), multila-
bel classification (MC), 
object detection (OD), 
segmentation (S)

C, MC, OD C*, OD C, MC C, MC, OD C*, OD, S C, MC, OD

Supported image types jpeg, png Any format com-
patible with 
Quicktime 
Player (jpeg, 
png)

jpeg, png, tiff, 
bmp, webp

jpeg, png, gif, 
bmp†, ico†

jpg, png, ppm, 
tiff, zip, gif, 
dcm, csv, txt

jpg, png, bmp, 
gif

CSV image label upload N N N Y N* N
Cloud bucket for image 

storage
Y N N Y N N

Manual train and/or test 
split

Y Y N Y N* N

Manual validation set 
designation

N Y* N Y N N

Designation of training 
hours

N N N Y N Y

Batch prediction (external 
test)

N N N Y Y N

Generates confusion matrix Y*‡ N* Y Y Y*‡ N
Evaluation metrics (other) Precision, recall, 

F1, assumed 
threshold

Precision, recall, 
accuracy

AUC, precision, 
recall

AUPRC, preci-
sion, recall, 
F1, confidence 
thresholds 
and/or curves

Accuracy, recall, 
specificity

AUPRC, preci-
sion, recall, 
F1

Live adjustable prediction 
thresholds

N N Y Y N Y

Ability to download model N§ Y* N Y N§ Y
Free tier quotas 10 training hours 

and 4 predic-
tion hours a 
month for 3 
months

NA 1000 operations 
and 10 000 
input objects 
per month

40 free node 
hours each for 
training and 
online predic-
tion, and 1 
free node 
hour for batch 
prediction

NA Training: 1 
hour per 
month

5000 images 
per project 
Online 
prediction: 
10 000 pre-
dictions per 
month

Note.—AUC = area under the receiver operating characteristic curve, AUPRC = area under the precision-recall curve, CSV = comma sepa-
rated values file, N = no, NA = not applicable, Y = yes.
* Indicates updates and/or differences between our findings and those reported in the table by Korot et al (22).
† Image format supported for training only, not predictions.
‡ Confusion matrix not directly given but can be calculated by other given output.
§ Does not allow model downloading but does offer a method for model deployment.
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Results

Dataset Demographics
Two datasets reported demographics: NIH (mean age, 47 years 
± 17 [SD]; 63 340 male patients) and CheXpert (mean age, 
61 years ± 18; 88 931 male patients). The other datasets did 
not report demographics, although Guangzhou images were all 
from patients aged 1–5 years (26) (Table 1).

Model Performance

Guangzhou dataset: Single-label classification.— F1 scores 
for single-label classification of pediatric pneumonia for the 
Guangzhou dataset were uniformly high across all platforms 
with a mean F1 score of 0.96 (95% CI: 0.94, 0.99): Amazon, 
0.99; Apple, 0.93; Clarifai, 0.96; Google, 0.97; MedicMind, 
0.96; and Microsoft, 0.98 (Fig 1). Accuracy was also high with 

the average across platforms achieving 94.6%. 
Two platforms reported AUPRC: Google, 0.99, 
and Microsoft, 0.98. Remaining performance 
metrics are summarized in Table 3 and are com-
pared with prior automated machine learning 
and conventional DL literature in Table S1.

External testing on supporting platforms 
(Google, MedicMind) showed poor generaliz-
ability to a pediatric subset of the NIH-CXR14 
dataset, as F1 scores were less than  0.5 (mean F1, 
0.41; 95% CI: 0.093, 0.73), representing decrease 
in performance greater than 0.4 (Table S2).

NIH-CXR14 dataset: Multilabel and single-label 
classification.— Multilabel classification models 
trained on the NIH-CXR14 dataset showed uni-
formly poor performance, with a mean F1 score 
of 0.12 (95% CI: -0.14, 0.38). Performance re-

concluding it was not feasible. We next evaluated the ability of 
CFDL platforms to perform external testing on trained mod-
els, an important feature for clinical generalizability (33,34). 
Finally, we evaluated the costs of each CFDL platform for these 
diagnostic tasks. In the event of technical issues, we consulted 
each company’s technical support to ensure that we had made 
every effort to properly use the platforms.

Statistical Analysis
Raw model image-level prediction outputs were not provided 
by or accessible from any of the CFDL platforms, precluding 
more granular statistical evaluation. Statistical calculations 
were used solely to manipulate the platform output into the 
desired metric, utilizing Google Sheets (version 96.0.4664.55) 
and R software (version 4.1.1; R Foundation for Statistical 
Computing). All statistics were reviewed by a statistical con-
sultant (N.H.N.).

Figure 1: Graph shows F1 scores for single-label classification of pediatric pneumonia on the 
Guangzhou dataset per code-free deep learning (CFDL) platform.

Table 3: Summary of Single-Label, Binary Classification Performance of Algorithms Trained on the Guangzhou Dataset 
for All Six Code-Free Deep Learning Platforms

Platform TP FP TN FN PPV (%) Sensitivity (%) Specificity (%) NPV (%) Accuracy (%) F1

Amazon 383 4 230 7 99.0
(383/387)

98.2
(383/390)

98.3
(230/234)

97.0
(230/237)

98.2
(612/624)

0.996

Apple NR NR NR NR 90.0
(NR/NR)

96.0
(NR/NR)

NR
(NR/NR)

NR
(NR/NR)

NR
(NR/NR)

0.93

Clarifai 698 29 237 37 96.0
(698/727)

95.0
(698/735)

89.1
(237/266)

86.5
(237/274)

93.4%
(935/1001)

0.96

Google 423 22 212 1 95.1
(423/445)

99.8
(423/424)

90.6
(212/234)

99.5
(212/213)

96.
(635/658)

0.97

MedicMind 791 2 319 72 99.7
(791/793)

91.7
(791/863)

99.4
(319/321)

81.6
(319/391)

93.8
(1110/1184)

0.96

Microsoft NR NR NR NR 97.8
(NR/NR)

98.5
(NR/NR)

NR
(NR/NR)

NR
(NR/NR)

NR
(NR/NR)

0.98

Note.—Unless otherwise indicated, data are numbers or percentages with numerators and denominators in parentheses. The Guangzhou 
dataset was used to train for classification of pneumonia or no pneumonia. Microsoft and Apple do not provide image level results, pre-
cluding calculation of accuracy, specificity, and NPV. FN = false negative, FP = false positive, NPV = negative predictive value, NR = not 
reported, PPV = positive predictive value, TN = true negative, TP = true positive. 
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ported as mean F1 (mean precision, mean recall) for each plat-
form was as follows: Amazon, 0.36 (31.81%, 43.30%); Clarifai, 
0.00 (0.00%, 0.00%); Google, 0.072 (7.45%, 8.63%); and 
Microsoft, 0.052 (30.51%, 3.41%). Amazon consistently had 
higher F1 scores in the multilabel image classification model, 
although limited model output precluded statistical compari-
sons (Fig 2). When omitting the label of “no finding” and only 
considering the explicit disease labels, mean F1 performance 
dropped further (0.095; 95% CI: -0.16, 0.35). AUPRC for 
platforms reporting it demonstrated poor performance (Google, 
0.52; Microsoft, 0.48). Although F1 scores for specific labels 
were low, negative predictive value was high for diseases (>70%), 
and F1 scores for no finding labels were greater than 0.70 for 
Amazon and Google (Fig 2). Detailed multilabel classification 
results are summarized in Table S3A–S3D.

External testing of multilabel image classification performed 
using the Stanford CheXpert (29) dataset on the sole supporting 
platform (Google) was limited as the mean F1 was 0.059 (95% 
CI: -0.049, 0.17; mean precision, 13.6%; mean recall, 7.11%) 
(Table S4).

For single-label classification of the NIH-CXR14 dataset 
(performed on the two platforms [Apple, MedicMind] without 
multilabel classification), only two MedicMind models (atelec-
tasis and cardiomegaly) were successfully trained due to GUI 
crashes. These models performed poorly, with F1 scores of 0 for 
both (Table S5). External testing of these models also failed due 
to repeated GUI crashes.

RSNA dataset: Object detection.— Although Amazon, 
Apple, Google, and Microsoft offered object detection, only 

Figure 2: Graphs show multilabel image classification performance of algorithms trained on the NIH-CXR14 dataset. 
F1 scores grouped by (A) diagnosis label and (B) code-free deep learning platform. CXR = chest radiograph, NIH = Na-
tional Institutes of Health.
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the Google platform was successful in creating a clinically 
relevant pneumonia detection model. This model showed 
overall poor performance, with an F1 score of 0.48 and recall 
of 36.3%, albeit with relatively high precision of 71.3%, at 
default confidence and intersection over union thresholds of 
0.5 each.

SIIM dataset: Segmentation.— A segmentation model was not 
successfully trained on the SIIM dataset using the sole CFDL 
platform offering segmentation models (MedicMind).

Usability of CFDL Platforms

Feasibility: Data labeling.— Reorganizing the datasets, per-
forming label splits, and creating unique annotation files for 
each model was not possible for any CFDL platform or task 
without some coding intervention. Microsoft object detection 
and MedicMind object detection and segmentation tasks were 
infeasible due to manual labeling requirements. Amazon object 
detection was infeasible due to the inability to detect multiple 
instances of a given object class.

Feasibility: Data upload.— All CFDL platforms offered a 
codeless GUI for data upload. However, for Amazon, Clarifai, 
Google, and Microsoft, data upload was infeasible using the 
GUI alone due to prohibitively time-consuming and cumber-
some processes with low data size limitations. We therefore 
used code-based solutions for data upload to these four CFDL 
platforms. Although coding knowledge was required, these 
solutions were considerably faster than the time required by 
the GUIs. MedicMind’s GUI worked sufficiently well for ease 
of use and the speed to upload most datasets. However, it re-
peatedly crashed and failed to complete upload of the largest 
dataset (NIH-CXR14: 112 120 images, 42 GB). Unlike the 
other platforms, MedicMind offers no coding solution for data 
upload. Only Apple allowed completely codeless data upload, 
as it was the only locally run platform; no data were uploaded 
onto a server, only into the application itself.

Feasibility: Model training.— Image classification was overall 
more successful than object detection and segmentation (Table 
4). For the Guangzhou single-label classification of pediatric 
pneumonia, all six CFDL platforms successfully trained a 
single-label image classification model. For the NIH-CXR14 
multilabel classification, all four CFDL platforms offering this 
feature successfully trained models. For the two CFDL plat-
forms that offered only single-label classification (Apple and 
MedicMind), only two models were successfully trained (both 
MedicMind) due to GUI crashes. Only the Google object de-
tection model was successful in training a clinically relevant 
solution, and no segmentation model was successfully trained.

External testing.— Google and MedicMind offered external 
testing, however, both had feasibility issues. MedicMind was 
unable to process batches of more than 400 images without 
crashing. Google offered only a code-based solution for exter-
nal testing of image batches, working for the subset of pedi-
atric NIH-CXR14 images (383 images) used to validate the 
Guangzhou model but crashing after evaluating 4763 of the 
151 521 CheXpert images used to validate the NIH-CXR14 
model.

Cost.— The CFDL platforms had both free and paid tier 
options (Table S6). All models were completed within our 
cost limit of $100 per model. Two platforms (Apple and 
MedicMind) were free. All Clarifai models were trained suc-
cessfully using the free tier. Amazon, Google, and Microsoft 
had costs of less than $100 to train some models. We used free 
credits and tiers when possible. Model training was the most 
expensive task, although image storage, application transac-
tions, and batch predictions were also costly.

An expanded usability evaluation with technical details is 
provided in Appendix S2.

Discussion
We evaluated performance and usability of six CFDL platforms 
for development of DL models for chest radiograph classifica-

Table 4: Successful Models Trained by Task and Platform

Platform
Single-Label  
Classification (Guangzhou)

Multilabel or Single-Label* Clas-
sification (NIH-CXR14)

Object Detection 
(RSNA)

Segmentation 
(SIIM)

Amazon S S S+ NA
Apple S NS NS NA
Clarifai S S NA NA
Google S S S NA
MedicMind S Partial (2/15 possible models 

trained successfully)
NS NS

Microsoft S S NS NA

Note.—CXR = chest radiograph, NA = not applicable, NIH = National Institutes of Health, NS = not successfully 
completed, RSNA = Radiological Society of North America, S = successfully completed, SIIM = Society for Imaging 
Informatics in Medicine, S+ = successfully completed but not clinically relevant or usable.
* Multilabel classifiers were offered by four platforms (Amazon, Clarifai, Google, and Microsoft). The remaining two 
platforms (Apple and MedicMind) only offered single-label classifiers.
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tion, object detection, and segmentation. Model performance 
was variable, with single-label pediatric pneumonia classifica-
tion outperforming multilabel disease classification and object 
detection models. On external testing, however, both single-la-
bel and multilabel classification models performed poorly. No 
segmentation model was successfully trained. Platform usabil-
ity was limited, often requiring coded solutions with variable 
success rates in training models. Although CFDL platforms 
present a compelling use case, our results indicate that they 
are not currently suitable for clinical use or easily accessible to 
clinicians without coding experience.

Guangzhou classification performance was high (mean F1, 
0.96; accuracy, 94.6%) across all platforms and comparable to 
previous Google AutoML (F1, 0.98; accuracy, 97.2%) (21) and 
conventional DL (F1, 0.96; accuracy, 92.8% [calculated from 
Kermany et al results]) (18) models. Poor performance of our 
multilabel NIH-CXR14 models (AUPRC, 0.52) was similar 
to that of a prior Google AutoML model (AUPRC, 0.57 [21]). 
When compared with higher-performing Guangzhou models, 
the relatively larger dataset size for this task suggests that large 
dataset size is a limiting factor for these platforms. The aver-
age F1 score of these multilabel classification models was 0.095 
when the “no findings” label was omitted. This is comparable 
to prior conventional DL models that achieved an average F1 
score of 0.082 when trained on the same NIH-CXR14 dataset 
(35), suggesting that multilabel classification is a complex task 
for DL models trained using both automated machine learn-
ing and human-engineered methods. All classifiers performed 
poorly on external testing, echoing previous findings of limited 
external generalizability of DL pneumonia classification models 
trained on these datasets (27,36). Potential reasons for the poor 
classifier performance include differences in disease prevalence 
between hospitals (36) and the anatomic regions included in the 
field of view for images from different sites (27).

To our knowledge, our study is the first assessment of CFDL 
platforms for nonclassification tasks. Unfortunately, only Google 
object detection resulted in a clinically useful model. Although 
this model performed poorly overall, precision was relatively 
high (71.3%). However, this performance is likely exaggerated, 
as the CFDL platform did not allow “negative” images for train-
ing (77.5% [20 671 of 26 683] of RSNA images were nega-
tive). This positive sample-enriched dataset likely accounts for 
the high precision compared with state-of-the-art results in the 
RSNA Pneumonia Detection Challenge, where the best model 
achieved an average precision of 25.5% (19).

CFDL feasibility was greater for image classifiers compared 
with other tasks but may still be inaccessible to clinicians with-
out coding experience. The platforms frequently required coding 
for data organization and upload, and repeatedly crashed when 
uploading larger datasets, experiences consistent with previous 
works (21,22). Apple and MedicMind single-label NIH-CXR14 
classification models crashed repeatedly, similar to experiences 
by Korot et al using MedicMind models for ophthalmologic im-
ages (22). Such infeasibility may be attributed to the relative size 
of the training dataset and complexity of the task. While binary 
classifiers for our smaller dataset (Guangzhou) were generally 
successful, the same models on our larger dataset (NIH-CXR14), 

and more computationally intensive tasks (object detection, seg-
mentation), most often failed secondary to platform crashes. 
Accordingly, caution is warranted when using CFDL platforms 
with large datasets or for nonclassification use cases.

External testing is important to evaluate for clinical generaliz-
ability (24,33). Only two platforms (Google and MedicMind) 
featured external testing, both with limitations; Google required 
coding, and both platforms crashed. We cannot overstate the 
importance of external testing, as performance may be overesti-
mated on internal test sets (as we found). Similar to Korot et al 
(22), we cannot recommend CFDL platforms that do not have 
an external testing feature.

Successful models were completed at reasonable cost 
(<$100 per model), similar to previous CFDL studies using 
the free tier only (21) or with a maximum of $100 per model 
(22). This supports the feasibility of CFDL platforms from a 
resource standpoint. We highlight that the CFDL platforms 
are the same in terms of features between free and paid tiers; 
the paid tiers begin after initial free credits are used up, with no 
change to the actual platform.

While no platforms are currently suitable for clinical use, the 
most promising platforms appear to be Amazon and Google 
both in usability (they were the most easily used platforms with 
the greatest number of successfully trained models) and perfor-
mance, having the highest internal testing F1 scores on binary 
classification. Furthermore, as both companies are industry 
leaders in the cloud computing space, the continued iteration 
and improvement of these platforms is expected, although time 
will confirm. Based on our findings, key improvements to make 
these platforms more clinically useful include providing a more 
user-friendly and stable interface for imaging data and annota-
tion uploads that do not require coding (though these platforms 
are generally more accessible than conventional DL, as model 
training and testing requires no coding knowledge) and allow-
ing extended external testing. Technically, key improvements 
include more granular statistical outputs for model performance 
(eg, at the image level) to allow end-users to perform their own 
statistical analyses and explainability tools (eg, saliency maps) to 
allow for “sanity checks” of model performance.

Our study had limitations. First, our results may not gener-
alize to CFDL platforms beyond those evaluated. However, as 
these were previously identified by Korot et al after a system-
atic search (22) and represented four major cloud computing 
providers, we felt that they represented the most well-developed 
platforms available. Second, reported performance metrics 
were variable, limiting clinically meaningful comparisons. Ad-
ditionally, we were unable to compare the performance of our 
object detection task to a traditional DL model due to lack of 
available data and comparable performance metrics for similar 
models. Third, because training and testing data splits used in 
previous studies were impossible to replicate (17,18,21,22), the 
performance results are not a direct comparison (nor is it pos-
sible to train exactly comparable conventional DL models, as 
CFDL data splits are not provided by the platforms). However, 
we maintained similar split percentages to create comparable re-
sults. Finally, CFDL platforms, like all DL algorithms, are “black 
boxes” compounded by the automated aspect of automated 

http://radiology-ai.rsna.org


Radiology: Artificial Intelligence Volume 5: Number 2—2023 ■ radiology-ai.rsna.org 9

Santomartino et al

machine learning, which precludes fine-tuning of standard fea-
tures or fine-grained interrogation of learning curves to evaluate 
for adequate model training. We emphasize that these models 
lack transparency with regard to model training and monitoring 
and do not report standard details, such as image preprocessing 
steps and specific models and/or hyperparameters used, which is 
a major limitation of these platforms. Although Korot et al (22) 
reported saliency map generation from the MedicMind platform 
as an explainability tool, the version of MedicMind that we eval-
uated offered saliency map generation only for disease severity 
grading classifiers.

Although automated machine learning CFDL platforms 
promise to democratize DL to noncoding experts, including ra-
diologists, their usability and performance is generally limited, 
often requiring coding knowledge for practical use and failing 
to successfully train high-performing models. We thus recom-
mend caution in using these CFDL platforms for medical image 
analysis and advocate for greater collaboration between artificial 
intelligence developers and clinicians.
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